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1 INTRODUCTION
Typically, Augmented Reality (AR) is implemented by devices with

a transparent display, like the HoloLens 2
1
. Such devices allow you

to still see the real world around you, with virtual content overlaid

on top. They are not able to fully occlude the real world through

virtual content, and the user is therefore restricted to his own point

of view (POV) on the environment around him.

Mixed Reality (MR) headsets like the Varjo XR-3
2
or Meta Quest

Pro
3
contain fully enclosed, opaque displays. As they implement

AR through a pass-through video feed from cameras on the out-

side shown on the opaque displays on the inside, they are able to

occlude the real world completely. This enables them to switch to

Virtual Reality (VR) to create the illusion of having changed the

user’s perspective while still using AR.

Previous research has shown that different contexts can benefit

from different POVs.

As the third-person view can improve the user’s environment per-

ception [1, 10], it can for example provide an advantage over a

first-person view (FPV) in situations requiring the user to assess

distances and trajectories [10].

In a different scenario, it is possible to improve the efficiency of ex-

ploration, decreasing the physical movement required, by showing

the user a manipulated FPV instead of the real one [11].

Partly based on the ability of MR headsets to change the user’s

POV according to the context, we are going to give an overview of

some application scenarios of perspective change in AR, as well as

a description of how we applied it in our implementation.

2 RELATEDWORK
Different application scenarios for perspective changes in AR have

different technical requirements for their implementation. In the

following, we are going to cover two groups of exemplary use cases.

The first group is based on dedicated POVs provided by cameras

worn by users. The second group adds the availability of arbitrary

POVs, made possible by switching to VR, showing a virtual model

of the environment in order to keep up the illusion of still seeing

an AR.

Group 1: Dedicated points of view provided by cameras
Use case: Remote collaboration

This application of perspective change focuses on collaboration,

allowing a spectator to experience the remote environment of a

second user through that user’s FPV.

Such systems were implemented by Kasahara and Rekimoto [4,

1
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3] and by Matsuda et al. [7]. In these related projects, the user to

be observed wear cameras, allowing the spectator to perceive his

surroundings by watching the cameras’ feed on a screen [4] or a

head-mounted display (HMD) [3].

The spectator then has the ability to communicate with the ob-

served person through bidirectional voice transmission [7, 3] or

through pointing input, which is visualized by an Augmented Real-

ity HMD worn by the observed user [4].

Such a bidirectional flow of information allows the two users to

collaborate. This can, for example, be useful in situations, where a

remote expert gives instructions to a local worker [4, 3] or where a

remote translator helps a person communicate with people speak-

ing unfamiliar languages [7].

Use case: Empathy

Nishida et al. [9] built a system using an HMD and cameras at-

tached to the user’s waistline, which gives the user the ability to

experience his own surroundings in the same way a smaller person

would. This way the user can investigate his environment, looking

for potential problems smaller persons would have to face.

Group 2: Arbitrary points of view
The projects presented in the first group relied on predefined per-

spectives, enabled through cameras worn by the system’s user itself

or collaborating users. This restricts the possible application sce-

narios, as the available perspectives are linked to the positions of

the available cameras, which are fixed unless the user, or the user’s

collaborator, respectively, physically moves.

Detaching the perspectives from fixed cameras and allowing arbi-

trary POVs lets you overcome this limitation. In order to achieve

this, the user’s environment has to be captured to create a digital

twin. Assuming the user is wearing an MR headset, he can then be

shown arbitrary POVs of the digital twin in VR instead of the live

AR pass-through video feed showing his own POV.

Digital twin through a live capture

One way of creating a digital twin of the environment is to use

a live capture, for example by applying the capabilities of depth

cameras like Kinect to reconstruct geometry in real-time [8, 2].

Tatzgern et al. [12] built a system with a live capture environ-

ment representation, which gives the user the ability to investigate

parts of his surroundings that would not be visible from his own

POV. The user can zoom in for closer inspection and zoom out, pan

around objects or take on automatically computed top-down views

for a better overview and the capability to see previously occluded

objects.

Komiyama et al. [5] utilized a live capture to improve the type
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of remote collaboration we presented in the first group. In addition

to being able to take on the FPV of other users wearing cameras, the

spectator now also has the option to choose arbitrary perspectives

in the room, provided by virtual cameras based on the live capture.

This can potentially allow the spectator to get a better understand-

ing of the environment and the situation he is watching.

Lindlbauer et al. [6] also enabled the user to freely move or teleport

his POV across the environment based on a live capture. However,

they also implemented more advanced abilities. By manipulating

the captured geometry, they allowed users to modify their surround-

ings, for example by removing or duplicating objects.

Harnessing the fact, that the live capture continuously recognizes

all changes in the environment, both caused by the user and caused

by others, Lindlbauer et al. were able to implement time manip-

ulations. Accessing the recorded geometry changes, the user can

for example rewind interactions or freeze the surroundings in time

in order to inspect a single point in time from different perspectives.

Digital twin through a static model created in advance

Another option for obtaining a digital twin of the environment is to

capture a static model in advance, for example through photogram-

metry or a LiDAR-based scan.

Unlike a live capture, a static model does not have the ability to

depict changes in the real environment, for example other people

walking through the room. However, static models have the benefit

of being captured in advance and therefore not requiring access

to capturing hardware like depth cameras during the application

runtime.

Shin et al. [11] created a digital twin by scanning the environment

with the LiDAR of an iPhone 13 Pro. By showing virtual POVs of

the digital twin, which were offset and rotated relative to the user’s

real orientation in the room, they enabled amplified movement and

amplified rotation. This reduced the amount of physical movement

required for a user to explore the environment.

3 IMPLEMENTATION
Our goal was to explore the concept of applying XR to enable em-

bodiment in the context of human motion simulation. To achieve

this, we implemented a Unity application which we executed on a

Meta Quest Pro. For the digital twin of the environment, we pro-

duced a static model in advance using an iPhone’s LiDAR sensor

with the app Polycam.

This allowed us to let the user leave his own FPV to take on the

POVs of virtual avatars simulating human behavior. By taking the

perspectives of avatars with different body heights and different

kinds of visual impairments, users can investigate their environ-

ment in order to find problems they were unable to notice through

their own POV.

The application included two main exemplary scenarios allow-

ing you to experience the application of embodiment in different

contexts, both safety-critical and mundane.

The objective of the first scenario was to make sure that all simu-

lated persons present in the room could escape unhindered in the

event of fire. By embodying the virtual avatars, one could notice

that the fire alarm was placed too high up to be reachable by some

of the smaller persons and that the emergency exit sign was in-

distinguishable for color-blind people. After fixing these problems,

examining the simulated escape routes revealed potentially unnec-

essary detours around some heavy boxes lying on the ground. By

removing them virtually, the user could investigate the unhindered

escape routes without having to actually move the heavy boxes

first.

As a contrast to the safety-critical first scenario, the second scenario

covered a mundane context, namely practicing for a presentation.

First, the user had to choose an appropriate projector screen height,

embodying the simulated audience members to make sure every-

body had an unobstructed view without having to stand up. As

some of those audience members were affected by myopia, the user

also had to adjust the presentation’s font size. Finally, the user could

practice his body language, guided by the feedback of the simulated

audience, which for example would complain when the presenter

would put their hands in their pockets.
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